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Abstract— Conventional stereoscopic 3D (S3D) displays do not
provide accommodation depth cues of the 3D image or video
contents being viewed. The sense of content depths is thus
limited to cues supplied by motion parallax (for 3D video),
stereoscopic vergence cues created by presenting left and right
views to the respective eyes, and other contextual and perspective
depth cues. The absence of accommodation cues can induce
two kinds of accommodation vergence mismatches (AVM) at the
fixation and peripheral points, which can result in severe visual
discomfort. With the aim of alleviating discomfort arising from
AVM, we propose a new visual comfort enhancement approach
for processing S3D visual signals to deliver a more comfortable
3D viewing experience at the display. This is accomplished
via an optimization process whereby a predictive indicator of
visual discomfort is minimized, while still aiming to maintain
the viewer’s sense of 3D presence by performing a suitable
parallax shift, and by directed blurring of the signal. Our
processing framework is defined on 3D visual coordinates that
reflect the nonuniform resolution of retinal sensors and that
uses a measure of 3D saliency strength. An appropriate level
of blur that corresponds to the degree of parallax shift is
found, making it possible to produce synthetic accommodation
cues implemented using a perceptively relevant filter. By this
method, AVM, the primary contributor to the discomfort felt
when viewing S3D images, is reduced. We show via a series
of subjective experiments that the proposed approach improves
visual comfort while preserving the sense of 3D presence.

Index Terms— 3D TV, enhancement, foveation, human factor,
optimization, stereoscopic, visual discomfort, visual presence.

I. INTRODUCTION

STEREOSCOPIC 3D (S3D) visual services continue to
gain increasing acceptance as a way of providing viewers

with an enhanced, immersive experience [1]–[6]. Because of
disparities between the left and right eyes, viewers are able to
perceive 3D-depth by adapting to and controlling the accom-
modation and vergence (AV) processes that are responsive to
the distribution of depths in a scene. However, immersive 3D
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Fig. 1. (a) Viewing geometry of a stereoscopic display, where F and P show
fixation and peripheral points, respectively. (b) Stereo view with de-focus blur
at P (upper) and without de-focus blur (lower).

multimedia experiences may be accompanied by feelings of
physical or visual discomfort or fatigue arising from a variety
of factors [2], [4], [6]. Among these, accommodation-vergence
mismatches (AVM) are regarded as a primary and difficult to
address cause of visual discomfort [9], [10].

When a human with normal binocular vision observes a nat-
uralistic real-world 3D environment, the AV processes, which
are the two important oculomotor mechanisms involved in 3D
perception, collaboratively drive the vision system towards cre-
ating a comfortable sense of clear 3D presence [11]. Vergence
cues are easily realized by separating an S3D image pair on
the stereoscopic display for capture by the respective eyes
by, commonly, alternating polarized left-right views. However,
the degree of accommodation needed to achieve a sharp
image with an implied focusing depth distribution may not
be consistent with the depths implied by vergence on the S3D
content. Two distinctive types of AVM may arise:

1) AVM at a fixation point (F): When the eyes converge
on a point F , creating a parallax with implied depth,
the focus or accommodation of the eyes remains adjusted
to the screen depth (Fig. 1 (a)). This discrepancy may
induce an AVM at F that falls outside of a comfortable
viewing zone (CVZ) [4], [5], [37]. This suggests that
visual discomfort could be improved by applying a
parallax shift, thereby forcing F into the CVZ [12], [13].

2) AVM at a peripheral point (P): When viewing natural
3D, efforts to merge the two views may be inhib-
ited by de-focus blur at a peripheral point P , since
any difference in accommodation between points F
and P will cause a natural de-focus blur at P , as
shown in Fig. 1 (b) (upper). However, when view-
ing S3D, a sharp image will be formed at point P
(Fig. 1 (b) (lower)) because the focal distance is nearly

1057-7149 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.



3790 IEEE TRANSACTIONS ON IMAGE PROCESSING, VOL. 26, NO. 8, AUGUST 2017

Fig. 2. Trade off between visual comfort and sense of presence. (a) Original
image and disparity. (b) Visualization of modified image and disparity by
means of de-focus filtering and parallax shifting.

constant over the stereoscopic display. This causes an
increased metabolic demand towards achieving accept-
able binocular fusion on the sharp data, again causing
visual discomfort or fatigue. This suggests that artificial
de-focus blur methods can be used to further alleviate
AVM in peripheral regions [5], [14]–[16].

However, as shown Fig. 2, there is a trade-off between
visual comfort and sense of presence. In Fig. 2 (a), an original
image and its disparity are visualized. By modifying the image
by means of de-focus filtering and parallax shifting, some
reduction of the 3D sense of presence may be expected, but
with the benefit of some amount of enhanced visual comfort,
as illustrated in Fig. 2 (b). Our aim here is to develop a model
of image processing for visual discomfort reduction while
maintaining the 3D sense of presence as much as possible.

A key experiential difference between 2D and 3D content
is that viewers can feel an increased sense of presence when
viewing characters or objects on S3D. Although this sense
of presence may greatly affect the 3D viewing experience,
methods for modeling and predicting it remain relatively
unexplored space [17], [18]. While image processing tools
exist that can be used to reduce discomfort felt when viewing
S3D content, such as parallax shifting and de-focus filtering,
these processes may also reduce the perception of depth,
color or texture, leading to degradation of the sense of pres-
ence. In order to better balance these effects, we develop a
scheme to predict the sense of visual presence as functions of
parallax shifting and de-focus filtering.

We quantitatively describe the attribute of visual presence
using measurements of the visual entropies of color, texture
and disparity.

The concept of visual entropy has been previously
employed to quantify the visual quality of foveated video
streams [19], [20], where visual resolution varies according
to the fixations of the eyes. The non-uniform variation of
visual resolution induced by foveation also affects the sense
of presence, and can be predicted using the notion of saliency.
Towards capturing this aspect, we deploy a “3D saliency

strength” model to quantify the degree of potential visual
attraction to a region based on measures of regional visual
information [21], [23].

Hence, the sensation of 3D presence is predicted by com-
bining 3D statistical image features descriptive of available
visual information and saliency.

To better understand the relationship between experienced
visual comfort and presence felt when viewing S3D content, it
is beneficial to consider the causes of AVM as well as the sta-
tistics of 3D scenes [24]–[28]. Recently, we developed a novel
visual comfort prediction framework we dubbed the “3D-AVM
predictor” to quantify the degree of visual comfort felt when
viewing S3D images, by modeling the neural responses to sen-
sory stimuli that are input to the AV processes [1]. This model
uses several features that are predictive of anomalies of the
vergence-accommodation/vergence (VA/V) ratio, the absence
of de-focus blur, the absence of differential blur and anomalies
of the accommodation-vergence/accommodation (AV/A) ratio.
We previously showed that the 3D-AVM predictions correlate
highly with experienced visual comfort [1].

The main contribution that we make here is the creation
of a new visual comfort enhancement method that modifies
a given pair of S3D images by processes of parallax shift-
ing and de-focus filtering. As we will show, S3D images
processed in this way can be stereoscopically viewed with
greater visual comfort, and with little or no loss of the sense
of 3D presence as recommended in ITU-R BT.2021 [7]. There
exists a trade-off between experienced visual comfort and the
sense of presence when the S3D images being viewed are
blurred. Using this observation, we define an optimization
problem to minimize visual discomfort as predicted by the
3D-AVM predictor, while maintaining the predicted sense
of 3D presence by mediating the processes of parallax shifting
and de-focus blurring. To achieve the best tradeoff between
discomfort and sense of presence, the de-focus blurring filter
is designed in accordance with the physiological optics of
ocular accommodation. Finally, the physical and cognitive
interactions between responses to visual, haptic and aural
cues tend to mutually increase the efficacy of each modal-
ity [27], [28]. Hence, to demonstrate the performance of the
proposed method, we employ a recently developed image
assessment methodology, called multimodal interactive contin-
uous scoring of quality (MICSQ) [6], on images drawn from
a large public stereo database.

II. MOTIVATION AND OVERVIEW

Picture quality, depth quality and visual discomfort are
the 3 principal factors affecting 3D subjective viewing
experience [7]. Our system approach addresses these three
factors as depicted in Fig. 3, which shows an overall schematic
composed of the following two modules.

1) 3D Content Analysis: Discomfort predictions delivered
by the 3D-AVM predictor, and features predictive of the
3D sense of presence on an S3D image are computed
using measurements of texture, color and disparity. The
3D sense of presence is made on 3D visual coordinates,
and it incorporates descriptors of foveation, binocular
fusion and 3D saliency strength.
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Fig. 3. Proposed visual comfort enhancement of S3D images using parallax
shifting and de-focus filtering based on discomfort predictions delivered by
the 3D-AVM predictor and features predictive of the 3D sense of presence.

2) Optimization and Image Processing: Parallax shifting
and de-focus filtering procedures are performed to
decrease the level of experienced visual discomfort
implied by local 3D-AVM predictor scores, while simul-
taneously minimizing the loss of sense of presence.

A. 3D Content Analysis

To achieve clear binocular vision in the brain, the interaction
between neural processes of accommodation and vergence
occurs via inter-operation of two cross-links: AV and VA.
However, when people view S3D images on a stereoscopic
display, these interactions may be interrupted due to alterna-
tions of the cross-link gains, which are regarded as the main
cause of visual discomfort experienced when viewing S3D
images [1], [15]. In addition, the absence of accommodation
depth cues can induce anomalous demands on the fusion
process, resulting in visual discomfort. Therefore, in order
to quantify the degree of visual discomfort experienced by a
viewer of an S3D image, we deploy the successful 3D-AVM
predictor to extract four types of features descriptive of anom-
alies of the VA/V ratio, the AV/A ratio, of de-focus blur and
of differential blur [1].

In general, the sense of presence is improved if lumi-
nance and color texture is naturally distributed and when the
disparity range of a scene is widely distributed. Therefore,
measurements of color, texture, and disparity are computed
and used to predictive sense of presence. The available visual
resolution varies with viewing distance and retinal eccentricity
relative to gaze direction. This affects the capture of visual
information and the sense of presence. We deploy a foveation
model of 3D saliency strength to place limits on the avail-
able visual resolution as imposed by foveation and binocular
fusion, as explained in section IV. The nonuniform resolution
image thus obtained is then mapped onto a uniform domain
over curvilinear coordinates. The resulting texture, color and
disparity maps are used to define visual entropies that are
predictive of the feeling of 3D presence. We also deploy
a model of 2D and 3D visual sensitivity, or the degree of
perceptibility, based on the predicted visual resolution under an
assumed viewing geometry, similar to [3]. Our overall model
of the sense of presence is expressed in terms of viewing
distance, viewing angle and display type.

B. Optimization and Image Processing

We define and solve an optimization problem aimed at
increasing experienced visual comfort, expressed in terms of

physiological responses implied by 3D-AVM predictor scores,
while minimizing any loss of a sense of 3D presence:

min A [FB (FS(oL , oR, δ))]

subject to P [FB (FS(oL, oR))] ≥ λ · P(oL, oR) (1)

where A[·] and P[·] are predictive measurements that correlate
with visual discomfort and the sense of 3D presence, respec-
tively. FS(oL, oR, δ) and FB(oL, oR) denote the processes of
parallax shift and de-focus blur that are applied to the left (oL)
and right (oR) images of the stereopair to be enhanced, respec-
tively. δ is the amount of parallax shift, and λ (0 ≤ λ ≤ 1)
is a target threshold on the measurement of 3D presence. The
goal is to optimize by balancing “discomfort” vs “presence”
via appropriate processes of parallax shift and blur. In order to
account for likely regions of visual gaze attraction during the
enhancement process, the degrees of the parallax shift and of
blur are determined as a function, in part, of the computed 3D
saliency strength. In particular, the de-focus filtering used in
our model is based on a model of physiological optics (detailed
in the following section), so that the simulated blur results in
the generation of images having a naturalistic appearance.

III. DE-FOCUS FILTERING USING A

POINT SPREAD FUNCTION

In previous methods of 3D discomfort reduction by the
introduction of blur, the degree of blur has been determined
absent of any model of physiological optics [14]–[16]. How-
ever, when a viewer focuses at a fixation point, the eyes auto-
matically accommodate via changes in the corneal curvature,
axial movement of the crystalline lens, changes in axial length,
etc [29], [30]. However, among these alterations, changes in
the optical power of the crystalline lens are the most significant
and relevant [1].

Once the shape of the crystalline lens is determined by the
accommodation process, the optics of the eye can be modeled
by the thin-lens equation [31]:

1

s f
+ 1

d f
= 1

f
(2)

where f is the focal length, s f is the posterior nodal distance
and d f is the distance from the nodal point to the fixation
point, as shown in Fig. 4. When fixating at a point F , a periph-
eral point P will not come into perfect focus, resulting in
retinal blur. In this case, the blur strength can be characterized
by the circle of confusion (CoC), based on the thin-lens model:

β = r · s f

∣
∣
∣
∣

1

d f
− 1

dp

∣
∣
∣
∣
. (3)

where β is the diameter of the de-focused point on the retina,
dp is the distance of the peripheral point and r is the pupil
diameter, as shown in Fig. 4.

When the eye focuses at a display pixel of width � located
at distance dp from the viewer’s eye as shown in Fig. 5, its
image projects onto the retina with a width �·s f /V [1], where
V is viewing distance. However, if the eye focuses at point F ,
the pixel width appears wider to a degree determined by the
CoC [32].
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Fig. 4. Assumed geometry of the eye, a fixation point and a peripheral
point. A blur circle of diameter of β is created caused by de-focus blur at a
peripheral point P when the eye is fixated at point F .

Fig. 5. Circle of confusion (CoC) on the stereoscopic screen (right) and the
resulting point spread function (PSF) model of a blurred pixel (left).

To apply the de-focus blur on the retina to the S3D image
on the screen, calculate the corresponding blurred pixel width
on the screen using the triangles in Fig. 5:

R = r · V

∣
∣
∣
∣

1

d f
− 1

dp

∣
∣
∣
∣
+ � (4)

The width of the blurred pixels on the screen, (4) is defined
by the CoC diameter and the pixel width as depicted in Fig. 5.
Since the CoC surrounds the pixel, the pixel is blurred to a
degree determined by the CoC diameter, which is a function
of the depth distance between the fixated and peripheral
points. The point spread function (PSF) describes the response
of an imaging system to a point source. The PSF is often
approximated by a two-dimensional Gaussian function, where
the standard deviation determines the degree of de-focus blur
which is proportional to the CoC diameter [32]. Thus, model
the PSF of the blurred pixel p(u, v) as:

h(u, v) = A−1
p · exp

(

−u2 + v2

2σ 2
p

)

, (5)

A p =
∫

u

∫

v

exp

(

−u2 + v2

2σ 2
p

)

dudv (6)

where σp is the standard deviation of the Gaussian function
at pixel p.

To consider the strength of the proposed de-focus filter,
foveation and saliency strength kernels are utilized in the PSF.
The cut-off frequency of the Gaussian filter is defined by
the full-width at half maximum (FWHM) [33]. Thus, σp is
calculated by finding the diameter of the Gaussian at half-
peak, and equating it to R in (4):

σp = 1√
2 ln 2

(

r · V

∣
∣
∣
∣

1

d f
− 1

dp

∣
∣
∣
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+ �

)

. (7)

Fig. 6. Example results of de-focus blurring of “ISL550” (left) and the
ninth (right) S3D images from the IEEE-SA and IVY databases, respectively.
(a) Modified areas according to saliency strength. (b) Modified areas according
to viewing distance (V = 0.5m, V = 1.5m, V = 2.5m). Output images are
obtained using the filter (5).

Fig. 6 depicts two examples showing the results of our
method on the “ISL550” image from the IEEE-SA database
and on the ninth image from the IVY database [34]. The
most salient region was observed on the foreground objects
in both images. The other regions were blurred to a degree
determined by the spatial distance from the salient object(s)
and the viewing distance using the filter in (5).

IV. 3D CONTENT ANALYSIS: VISUAL

DISCOMFORT AND 3D PRESENCE

A. 3D-Accommodation Vergence Mismatches

We briefly describe the model employed for S3D visual
discomfort prediction, the 3D-AVM predictor (for details,
consult [1]). In the nervous system, the sensory and motor
processes are integrated to allow a human to take in sensory
information and to utilize it to induce motor actions [35], [36].
When a large retinal disparity occurs that exceeds Panum’s
fusion area, diplopia occurs and vergence eye movements are
triggered to fuse the stimulus. Since the sensory stimulus
of accommodation is not properly provided to the motor
processes when viewing S3D, conflicts between the motor
responses can cause sensations of visual discomfort and
fatigue [37].

The 3D-AVM predictor uses four kinds of anomalous binoc-
ular features to predict visual discomfort, as shown in Fig. 7.
AV/A ratio anomalies are related to vergence activity, while
anomalies of the VA/V ratio, and absences of de-focus and
differential blurs, are related to accommodation activity [1],
[39], [40]. The combination of these four features is used to
learn a visual discomfort prediction model using a support
vector regressor (SVR) trained on human responses to S3D
images associated with varying degrees of visual discomfort,
as shown in Fig. 7.

B. 3D Sense of Presence

1) 3D Perceptual Weighting by 3D Coordinate Transform:
To express the non-uniform visual resolution of S3D images,
a method is deployed which incorporates a 3D curvilinear
transform weighted by foveation, fusion and saliency factors.



OH et al.: ENHANCEMENT OF VISUAL COMFORT AND SENSE OF PRESENCE ON STEREOSCOPIC 3D IMAGES 3793

Fig. 7. Procedure for computing 3D-AVM predictor scores on S3D images.

This transformation may be regarded as a model of non-
uniform 3D visual resolution mapped onto a uniform 3D
domain (see details in [2]).

Suppose there exist coordinate transforms Y = (y1, y2, y3)
T

and Y
′ = (y ′

1, y ′
2, y ′

3)
T for X = (x1, x2, x3)

T . If a one-to-one
correspondence exists among X, Y and Y

′, where y1, y2, y3,
y ′

1, y ′
2, and y ′

3 are continuous and uniquely invertible, then
Y and Y

′ are called 3D curvilinear coordinates.
Let X denote Cartesian coordinates while Y and Y

′ are 3D
curvilinear coordinates computed by processes of foveation
filtering o f (Y) and fusion filtering o f 2(Y′), respectively, as
shown in Fig. 8. The original 3D space between the observer
and the stereoscopic display o(X) is subjected to a locally
band-limiting operation, o(X) → o f (Y) → o f 2(Y′). The
fundamental perceptual factors of 3D saliency, foveation, and
fusion at depth are then accounted for as follows.

a) 3D saliency strength: When viewing 2D and 3D
content, visual resolution varies with fixation in 3D space,
influencing the sense of presence. We developed a successful
model of 3D saliency strength that incorporates luminance,
contrast, visual discomfort and depth attributes, which is
explained in detail in [21] and [22]. This 3D saliency strength
model is used here.

b) Foveation coordinate transform: The foveation coor-
dinate transform is used to map a blurred version of an image
onto a uniform 2D coordinate system [45]. Given a fixation
region, non-uniform gaussian foveation filtering is performed,
causing peripheral regions to be blurred, as shown in Fig. 8 (a).
The local spatial cutoff frequency in ω f ov is defined such that
any higher frequency component is less visible or invisible.
By setting the maximum possible contrast sensitivity to 1.0,
the foveation weight ω f ov for both eyes is obtained as

ω f ov (V , X) = min

{
e2 ln(1/CT0)

α(e + e2)
,
πV W

360

}

(8)

where CT0 = 1/64 is a minimum contrast threshold, e2 = 2.3
is a half-resolution eccentricity constant, W is the width of the
display, and α = 0.106 is a spatial frequency decay constant,
all determined empirically in [44]. Thus, the relationship
between o(X) → o f (Y) is given by o f (Y) = ω f ov (V , o(X))
as exemplified by the image in Fig. 8 (b).

c) Fusion coordinate transform: To model nonuniform
resolution in terms of the depth of field based on Panum’s

Fig. 8. 3D coordinate transform implementing foveation and fusion.
(a) Original image. (b) Foveated coordinate transformation in 2D. (c) Fused
image following 2D coordinate transform. (d) Original 3D space. (e) Fused
3D percept following 3D coordinate transform.

fusional area, a fusion weight is defined [46]:

ω f us(�φ) =
{

1, 0 ≤ �φ ≤ δ

exp
(

−�φ−δ
ε

)

, δ < �φ
(9)

where �φ = φ−φ0, φ and φ0 are the angle of vergence for the
fixation and another neighboring region, respectively, where δ
is a threshold width on the fusional area (δ = 0 in [21])
and ε � 6.2◦ is a fixed coefficient that has been estimated in
physiological experiments [2].

Thus, the relationship between o f (Y) → o f 2(Y′) is given
by o f 2(Y′) = ω = ω f us(ω f ov(X, V )) in Fig. 8 (c). Con-
sequently, the volume of an S3D image as visualized in 8
(d) is then shrunk, as depicted in 8 (e), by applying the two
coordinate transforms.

2) 3D Visual Presence Based on Geometry: We now
describe how we account for the affects of the viewing
conditions on the predicted sense of presence. As shown in
[3], the experienced visual resolution varies with the viewing
distance and the viewing angle, further affecting the sense of
presence, as follows.

a) 2D visual sensitivity: In [3], we defined 2D visual sen-
sitivity to be the resolving power of the human eye expressed
as a function of viewing geometry. Intuitively, when a viewer
is further from the display, 2D visual sensitivity decreases.
To model this, a model of the spatial contrast sensitivity
function (CSF) is used [47]:

W2D( fs) = c0 · (c1 + c2 · fs) exp[−(c2 · fs)
c3], (10)

where spatial frequency fs has units of cycles/degree,
c0 = 2.6, c1 = 0.0192, c2 = 0.114, and c3 = 1.1 [48].
By employing the CSF, the degree of resolving power of
the human eye can be estimated. In [3], we analyzed spatial
frequency fs in terms of viewing distance using the concept
of display visual resolution (DVR). The DVR (pixels/degree)
at a given viewing distance V (m) is defined by

r = Nx V

lx
· tan(

π

180
). (11)
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Fig. 9. Variation of 3D sensitivity parameters as function of viewing distance : (a) visual comfort W D
3D , (b) depth sensitivity W S

3D , (c) 3D visual sensitivity W3D .

where Nx
lx

is the number of pixels per meter. The Nyquist
frequency fs is obtained by halving the maximum sampling
rate of the DVR, fs = r

2 (pixels/degree).
b) 3D visual sensitivity: The 3D visual sensitivity is

modeled in terms of depth which depends on the viewing
position and angular disparity [3]. In our model, to estimate
the 3D visual sensitivity (W3D) we use measurements of depth
sensitivity, visual discomfort and 2D visual sensitivity. The
depth sensitivity (W S

3D) decreases as the perceptual depth

Dd = αd V 2

le
increases, where αd is angular disparity, V is

viewing distance and le is the interpupil distance [3]. Thus,
the depth sensitivity is expressed as a function of perceptual
depth as:

W S
3D = 1

Dd + 1
. (12)

In order to define 3D visual sensitivity, it is necessary to
incorporate angular disparity, which is highly correlated with
visual comfort (W D

3D). We model the normalized visual com-
fort as [21]:

W D
3D =

⎧

⎨

⎩

1, if |αd | < 1
1

|αd | , otherwise,
(13)

and, as in [3], we define the 3D visual sensitivity W3D as the
product

W3D = W2D · W S
3D · W D

3D. (14)

In Fig. 9, the upper images illustrate the idea of 3D visual
sensitivity as a weight map that varies with viewing distance
on a 45 inch screen (width: 1.016 m, height: 0.5715 m) with
1920 × 1080 resolution display. Viewer B is at the optimal
viewing distance while viewers A and C are positioned too

near and too far from the display, respectively. The 3D visual
sensitivity varies with viewing distance, where brighter regions
represent more sensitive regions. Viewer A is too near to the
display, hence most regions are associated with very low 3D
visual sensitivity, except for few objects. When the viewer C
is too far from the display, the 3D visual sensitivities also take
low values across the image. However, at an optimal viewing
distance (viewer B), all regions are viewed with a high 3D
visual sensitivity

The graphs at the bottom of in Fig. 9 plot the 3D visual
sensitivity against viewing distance.As shown in Fig. 9 (a),
the visual comfort weight W D

3D is constant; however, this value
sharply decreases when the angular disparity falls outside of
the aforementioned ZOC (13). Thus, the levels of 3D comfort
experienced by viewers B and C appear higher than those of
viewer A. In Fig. 9 (b), the depth sensitivity W S

3D decreases
when the viewing distance increases (12), where the depth
sensitivity of viewer A is higher than those of viewers B and
C. As a result, W3D in Fig. 9 (c), is maximized at a certain
viewing distance, and gradually decreases beyond that viewing
distance.

3) Visual Entropy: Here, we use the concepts of visual
entropy of texture, color and disparity defined on 3D curvi-
linear coordinates [23]. In order to capture image texture
information, the luminance of a binocular image (e.g. left
image) is used to construct a texture map, MT = oL(u, v)
where oL(u, v) are the luminance values at spatial coordinates
(u, v) on the original left S3D image. Next, to obtain a color
map, low pass and median filtering are applied on each image,
thus simplifying and improving the regional clarity of the color
components. The color map for each color component Cb and
Cr in YCbCr space is denoted MC = FM {FL (oL(u, v)|c)},
where FM and FL denote the median filtering and low pass
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TABLE I

FEATURE (TEXTURE, COLOR AND DISPARITY) MAPS
OF 3D PRESENCE AND VISUAL ACTIVITY

filter operations, respectively, and oL(·)|c represents the chro-
matic components (Cb and Cr) of the original left S3D image.
Finally, a disparity map MD = d(u, v) is also obtained, where
d(u, v) are the angular disparity values at (u, v) computed
using the depth estimation reference software [51]. All of the
feature maps are summarized in Table I.

In order to apply texture and color maps under a statistical
model, the maps are transformed into the wavelet domain. We
use the steerable wavelet decomposition over three scales and
three orientations [52]. Once each map is transformed, both
maps are weighted in the wavelet domain. The visual entropy
of each feature map is then calculated using the weighted
responses. However, since the sense of 3D presence is strongly
affected by perceived depth, disparity entropy is measured over
the original curvilinear coordinates by applying the magnitude
of angular disparity as a weight on each coordinate.

a) Texture and color: Let pk,i be the empirical proba-
bility mass function (PMF) of the i th subband of factor k
over the wavelet domain after applying the visual weights.
The factor k represents one of the components, either tex-
ture (T) or color (C). Let B be the set of bins of the histogram
of wavelet coefficients and pk,i ( j) be the empirical PMF of
the j th bin. Then, pk,i is written as

pk,i = {

pk,i ( j) |∀ j ∈ B
}

. (15)

If Wi (·) is the wavelet coefficient matrix of the i th sub-
band and B̄ is the interval between bins, then the wavelet
coefficients Wi (·) belonging to the j th bin fall in the range
j − B̄/2 ≤ Wi (Mk) (m, n) ≤ j + B̄/2. Then, pk,i ( j) becomes

pk,i ( j) =

in∑

n=1

im∑

m=1

� j (m, n)

in∑

n′=1

im∑

m′=1

ω2
(im ,in )

(

m′, n′)
, (16)

where

� j (m, n) =

⎧

⎪⎨

⎪⎩

ω2
(im ,in ) (m, n) ,

if j − B̄/2 ≤ Wi (Mk) (m, n) ≤ j + B̄/2

0, otherwise

(17)

and im and in are the width and height of the i th subband,
respectively, ω(im ,in ) is the visual weight ω of the i th sub-
band and ω(im ,in )(m, n) is the (m, n)th element of ω(im ,in ).
Conceptually, ω(im ,in )(m, n) (ω2

(im ,in )(m, n)) is the ratio of
the length of a unit length element of a 1D-line (2D-area)
in Cartesian coordinates to its projection onto curvilinear
retinal coordinates at (m, n). If (m, n)th lies in a high-saliency

strength region, then ω(im ,in )(m, n) is relatively higher than in a
low-saliency strength region. Therefore, high-saliency strength
regions will tend to dominate the computed image statistics.
Given these parameters, we define the visual entropy of the
i th subband of factor k over 3D visual coordinates as [23].

Hk,i = −
∑

j

W2D( j) · pk,i ( j) log2(pk,i ( j)). (18)

b) Disparity: Let pD be the empirical PMF of the dis-
parity map MD:

pD = {pD ( j) |∀ j ∈ B} . (19)

Letting B denote the interval between bins, the values of
the disparity map belonging to the j th bin fall in the range
j − B/2 ≤ ω(MD(u, v)) ≤ j + B/2. Then, pD( j) =

N( j )
∑

j N( j ) , where N( j) is the number of histogram elements

of ω(MD(u, v)) belonging to the j th bin.

HD = −
∑

j

W3D( j) · pD( j) log2(pD( j)). (20)

In the above function, W3D is 3D visual sensitivity. Finally,
the measure of the sense of 3D presence P for an S3D image
is

P =
∑

k

τk Hk, k ∈ {T, C and D}

=
∑

k

τk

(
∑

i

Hk,i

)

+ τD HD, k ∈ {T and C}. (21)

where τk is the parameter used to adjust the relative impor-
tances of the three factors that compose the measure of the
sense of 3D presence. The value of τk is obtained by fitting
the value of P to subjective assessment results on large public
databases of S3D images, as described in a later section.

V. IMAGE ENHANCEMENT FOR IMPROVING COMFORT

AND SENSE OF PRESENCE

To modify an S3D image so that it can be more comfortably
viewed while evoking a more powerful, natural sense of 3D
presence, we define a mathematical optimization problem to
drive processes of parallax shift and blur. A presumed fixation
point needs to be estimated before the processes of depth
control and de-focus blur can be applied. In the absence of
actual measurement of a viewer’s fixation, we instead define
the notion of salient depth by the value of angular disparity
at each point that yields the highest saliency strength value:

ds = arg max
d(u,v)

S (oL(u, v)) (22)

where S (oL(u, v)) is the saliency strength values at spatial
coordinates (u, v) on the original left S3D image [21]. In other
words, the 3D point having the highest saliency strength is
taken as the 3D fixation. If the salient depth falls outside
the CVZ (ds /∈ CVZ),1 then the original S3D image can be
modified by solving the optimization problem.

1The CVZ is set to −0.985◦ ≤ d(u, v) ≤ 0.789◦ as obtained in [6].
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Algorithm 1 Algorithm for Optimizing the Comfort Level of
a S3D Image

A. Optimization Problem

The optimization problem seeks to minimize the degree of
experienced visual discomfort as predicted by the 3D-AVM
model while limiting any loss of the sense of 3D presence:

min A [FB (FS(oL, oR, δ), ds)]

subject to P [FB (FS(oL, oR, ds))] ≥ λ · P(oL, oR) (23)

where FS(oL, oR, δ) and FB(oL, oR, ds) denote the parallax
shift and de-focus blur filtering processes applied to the
original left and right images, respectively, δ is the amount
of parallax shift and λ (0 ≤ λ ≤ 1) is the presence threshold.2

In Algorithm 1,3 the pixel disparity is shifted in increments
of �δ, but does not exceed �max , which depends on the
viewing geometry. The saliency strength is also measured. This
procedure is repeated until the degree of depth at the fixation
point falls within the ZOC. Blur filtering is then performed to
obtain an optimal image, as in Fig. 10. We assume a 45 inch
display (width: 1.016 m, height: 0.575 m) and viewing distance
V = 1.5 m, which satisfies the well-known recommendation
for an HD display (three times height) [53]. This setting is
reasonable to optimize the enhancement level, since the 3D
visual sensitivity is indeed maximized near a viewing distance
of three times height, as shown in Fig. 9 (c).

Figs. 10 (a) and 10 (b) show examples of the blur and
disparity increments, respectively. The average disparity of the
processed S3D image gradually decreases at each iteration,
where the depths in the high saliency region are reduced by
the optimization process in stages 8 and 9 of Algorithm 1.
The decrease in disparity is accompanied by a decrease of
de-focus blur, as shown in Fig. 10 (a), which corresponds

2We set λ = 0.8, which stands for the acceptable sense of pres-
ence [5], [13].

3We set �δ = 0.05◦, and δmax = 2◦ in Algorithm 1.

to (7). Fig. 10 (c) visualizes cyclopean images as a function
of iteration, showing the evolution of the cyclopean image,
the disparity map, and the defocus blur. Figs. 11 (a) and 11 (b)
show the evolution of the visual discomfort and 3D sense
of presence scores, respectively, as functions of iteration
number. In the seventh iteration, our model shows the optimal
computed conditions for reducing at a maintained level of 3D
presence. Clearly, the predicted degree of visual discomfort is
significantly reduced via the processes of parallax shifting and
de-focus filtering. The estimated 3D sense of presence score
however, is only a little changed. These results demonstrate
that the proposed algorithm does indeed largely maintain the
predicted sense of 3D visual presence while reducing predicted
visual discomfort.

VI. EXPERIMENTS AND RESULTS

We conducted a relatively large-scale subjective study on
experienced discomfort and sense of presence felt when view-
ing S3D images in order to better understand the perfor-
mance of the proposed method. A total of 920 high-resolution
(1920 × 1080) S3D images were used: 800 S3D images from
the IEEE-SA database [54], 100 stereo S3D images from
the EPFL database [55], and 20 S3D images from the IVY
database [34]. Unlike the first two databases, 20 S3D images
from the IVY database were generated by a computer graphics
tool with infinite depth of field and also used to test the de-
focus blurring schemes against high-precision ground truth.

A. Environment of Subjective Tests

The subjective assessment experiments were conducted in
a dark room, compliant with ITU recommendations for the
subjective evaluation of picture quality [53]. A 46-inch polar-
ized stereoscopic display with a resolution of 1920 × 1080
and a display height of 0.6 m was used. The average view-
ing distance was set to about 1.8 m in accordance with
ITU-R Rec. 500-13 [53]. In addition, to familiarize the sub-
jects with the MICSQ methodology [6] and the process of 3D
image evaluation, ten sample S3D images were shown to
them to allow them to practice scoring before recording actual
subjective assessments. The testing sessions were separated by
one week in order for the subjects to rest their eyes.

Thirty-seven subjects (27 male and 10 female) participated
in the subjective studies. Five of the subjects had been
previously involved in 3D research, while the others were
inexperienced. The age of the subjects ranged from 21 to
33 years with an average age of 25 years. All of the subjects
were tested and found to have good or corrected visual acuity
greater than 1.25 (the Landolt C-test) and good stereoscopic
acuity of less than 60 arc (the RANDOT stereo test). In the
subjective evaluations, on S3D dataset of 920 × 4 = 3680
enhanced image pairs was collected. Among these, 800 S3D
pairs were obtained from the IEEE-SA database, 100 from
the EPFL database, and 20 from the IVY database. These
stereopairs were all processed by the four discussed enhance-
ment algorithms, including the model proposed here. We then
conducted a series of human subjective tests targeting the
experiences of 3D visual discomfort and sense of presence



OH et al.: ENHANCEMENT OF VISUAL COMFORT AND SENSE OF PRESENCE ON STEREOSCOPIC 3D IMAGES 3797

Fig. 10. Optimization visualized as a function of iteration: (a) degree of de-focus filtering on peripheral regions, (b) associated disparity map, (c) associated
cyclopean image.

Fig. 11. Plots of (a) visual discomfort scores and (b) 3D sense of presence
scores as functions of iteration number.

on the original and processed (comfort enhanced) images.
We divided the experiment into 38 separate sessions, including
one training session and 37 testing sessions. In the training
session, instructions were given regarding the methodology
of the test and the general range of both comfort and sense
of presence levels that each subject would experience by
showing them 20 representative S3D image pairs without
labels or comment. The S3D images in the training session
broadly spanned the range of parameters in the database.
In each testing session, the subjects evaluated no more than

TABLE II

CORRELATIONS BETWEEN 3D PRESENCE FEATURE
AND SUBJECTIVE SCORES

100 S3D image pairs (80 S3D image pairs in the last session).
The stimuli were randomly shuffled, but no stimuli (enhanced
by different methods) was displayed consecutively. The sub-
jects were allowed 10 seconds to evaluate of each S3D
pair, thus each testing session required about 17 minutes.
A rest period of 10 minutes was allocated between every two
consecutive testing sessions. Each subject participated in only
four test sessions within one day [1], [20], [57].

B. Performance of 3D Presence Prediction

Each subject was asked to assess the degree of sense
of presence experienced after viewing each S3D image for
10 seconds using a Likert-like scale [3]: 5 = very realis-
tic (very strong feeling of presence), 4 = realistic (strong
feeling of presence), 3 = mildly realistic (normal feeling of
presence), 2 = unrealistic (weak feeling of presence), 1 =
very unrealistic (no feeling of presence).

After rejecting outliers following the procedure in [53],
the mean opinion scores (MOS) were averaged. We then
analyzed the results using two commonly used metrics - the
Pearson linear correlation coefficient (LCC) and the Spearman
rank-order correlation coefficient (SROCC) [58].
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TABLE III

MEAN AND STANDARD DEVIATION OF ENHANCED DISCOMFORT AND PRESENCE MOS VALUES OF THE PROPOSED,
JUNG AND LEROY METHODS FOR IMAGES FROM THE IEEE-SA, EPFL, AND IVY DATABASES

The mean values and standard deviations of the correlation
scores are tabulated in Table II, which quantitatively demon-
strates that the 3D presence prediction scores correlate highly
with the MOS on both of the databases. More specifically,
the mean LCC against the IEEE-SA and EPFL databases was
found to be 0.7812 and 0.8799, respectively, the mean SROCC
was 0.8065 and 0.8431, respectively, the root mean squared
error (RMSE) was 0.2589 and 0.2487, respectively, and the
outlier ratio (OR) was 0.0272 and 0.0247, respectively. These
results show that the visual entropy-based 3D presence feature
performs commendably as a predictor of the experienced sense
of presence when viewing S3D content.

C. Subjective Assessment Results

To gather the MOSs on visual discomfort, each subject
was asked to assess the degree of visual discomfort experi-
enced after viewing each S3D image for 10 seconds using
a Likert-like scale [1]: 5 = very comfortable, 4 = comfort-
able, 3 = mildly comfortable, 2 = uncomfortable, 1 = very
uncomfortable.

We measured and compared the performance of the pro-
posed method with that of several prior 3D visual com-
fort enhancement methods proposed by Sohn et al. [13],
Leroy et al. [15], and Jung et al. [16]. Sohn et al. proposed
global and local disparity remapping techniques to ameliorate
visual discomfort while maintaining the sense of natural-
ness. Leroy et al. proposed blurring regions of high spatial
frequency and large screen disparity. The cut-off frequency
for a given discomfort level was deduced from relationships
between visual discomfort, disparity and spatial frequency.
A recent paper by Jung et al. proposed a synthetic DOF blur
technique that uses a space-varying Gaussian low-pass kernel
based on an estimated visual importance map.

1) MOS Comparisons: Table III tabulates the mean and
standard deviations of the subjective scores of visual dis-
comfort and sense of presence on the original images and
the enhanced images, respectively. After processing the S3D
images using our comfort enhancement model algorithms,
the subjective scores were increased by about 1.2 MOS units,
which represents a significant improvement in resulting experi-
enced visual comfort as compared to the other two approaches,
as shown in Table III. In addition, the standard deviation of the
subjective scores on the results of the proposed method was
the smallest amongst the compared methods. Generally, our
proposed model provided outstanding relative performance.

Several subjects reported that the amount of blur resulting
from Jung’s method was insufficient to produce comfortable

images. One of the drawbacks of Jung’s method is that the
imposed blurring is not based on physiological or optical
factors; rather, all of the coefficients are empirically set for
a specific experimental environment [16]. Moreover, because
the blur strength was expressed only as a function of the
relative disparity and not of the viewing distance or polarity
of disparity, the blur strength cannot be optimized for other
viewing environments. Conversely, in our method, the amount
of blur is determined as a function of the viewing distance
and geometrical relationships based on the principles of phys-
iological optics.

Furthermore, observe that the reported sense of presence on
the images that were optimized by our model enhancement
algorithm was generally not significantly different than on the
original images. It is worth noting that the rendered computer
graphic images in the IVY database were generally rated as
having a relatively lower sense of 3D presence. We might
surmise that naturalistic real-world images deliver a stronger
sense of 3D presence than do virtual images.

2) Reliability Comparisons: The reliability of the subject
results was evaluated using a commonly used measure, known
as Cronhach’s α, typically deployed as an estimate of reliabil-
ity in psychometric tests [16], [60]:

Cα = Q

Q − 1

∣
∣
∣
∣
∣
∣

1 −
∑Q

q=1 σ 2
Yq

σ 2
X

∣
∣
∣
∣
∣
∣

, (24)

where Q is the number of test images , σ 2
X is the variance

of the visual comfort scores of each subject, and σ 2
Yq

is

the variance of scores on the qth test image. In general,
the value of Cronbach’s α increases as a function of the inter-
correlations among the test items and is regarded as a method
of estimating the reliability of test scores. It is commonly
accepted that the internal consistency of a set of test data is
good when the value of Cronbach’s α is higher than 0.8 [61].
In our case, Cronbach’s α was found to be 0.8853.4

3) Statistical Significance Comparisons: To investigate the
statistical significance of the relative performances of the prior
and proposed methods, we performed standard F-tests for
discomfort and presence on the MOS values of the original
and processed images. The F-tests were conducted on the
ratios of variance of both the original and enhanced images’
subjective scores for each method, relative to every other one
at a 95% significance level [58]. A value of ‘1’ indicates that
the statistical performance of the method in the row is superior

4Note that a Cronbach’s α of 0.7 is often considered acceptable [61].
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TABLE IV

RESULTS OF THE F-TEST ABOUT DISCOMFORT AMONG ORIGINAL IMAGE,
THE SOHN, LEROY, JUNG AND PROPOSED METHODS

TABLE V

RESULTS OF THE F-TEST ABOUT PRESENCE AMONG ORIGINAL IMAGE,
THE SOHN, LEROY, JUNG AND PROPOSED METHODS

TABLE VI

NUMBER OF SUBJECTS AND STIMULI IN THE EXPERIMENTS

to that of the method in the column and a symbol value of ‘0’
indicates that the method in the row is statistically inferior to
that of the method in the column. A symbol of ‘-’ indicates that
the statistical performance of the method in the row is equiv-
alent to that of the method in the column. The results indicate
that our proposed model algorithm significantly reduced visual
discomfort, as shown in Table IV. With respect to enhancing
the sense of presence, the performance obtained by our model
was almost equivalent to that of the method of Leroy et al and
of the original, as shown in Table V.

VII. CONCLUSION

Unlike viewing of 2D images, human beings perceive
dynamic levels of visual discomfort when viewing realistic
immersive S3D images. Therefore, it is desirable that 3D con-
tent should be fine-tuned, either during capture (ideally) or by
post-processing (as here) to deliver a minimum level of visual
discomfort, but a maximum amount of 3D visual information.
Balancing these goals is the challenge addressed in this
paper. We envision that the 3D comfort/presence model and
algorithm introduced here may play a role in the develop-
ment of more advanced techniques for 3D picture processing,
thereby better meeting increases in demand for high-quality
3D content. In future, the methods described here could be
used for perceptually optimized [62] content creation.

APPENDIX: EXPERIMENTAL SET-UP

A. Viewing Environment

The subjective assessment experiments were conducted in
a dark room, compliant with ITU recommendations for the
subjective evaluation of picture quality [53]. A 46-inch polar-
ized stereoscopic display with a resolution of 1920 × 1080
and a display height of 0.6 m was used. The average viewing
distance was set to about 1.8 m in accordance with ITU-R
Rec. 500-13 [53]. In addition, to familiarize the subjects with
the MICSQ methodology [6] and the process of 3D image
evaluation, ten sample S3D images were shown to each of
them to allow them to practice scoring, before recording actual
subjective assessments. The testing sessions were separated by
one week in order for the subjects to rest their eyes.

B. Subjects

Thirty-seven subjects (27 male and 10 female) participated
in the subjective studies. Five of the subjects had been
previously involved in 3D research, while the others were
inexperienced. The age of the subjects ranged from 21 to
33 years with an average age of 25 years. All of the subjects
were tested and found to have good or corrected visual acuity
greater than 1.25 (the Landolt C-test) and good stereoscopic
acuity of less than 60 arc (the RANDOT stereo test). The
number of subjects and the stimuli used in the assessments
described in each section are summarized in Table VI.
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